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Abstract. In this paper, we analyze the dynamics of a four dimensional mechanical system which exhibits sensitive dependence on initial conditions. The aim of the paper is to introduce the basic ideas of chaos theory while assuming only a course in ordinary differential equations as a prerequisite.

1. Introduction

Dynamical systems, in short, are systems which exhibit change. As such, the field of dynamical systems is varied and rich. Many dynamical systems can be modeled by systems of differential equations or discrete difference equations. Such systems are called deterministic. Examples of such systems include those of classical mechanics. Sensitive dependence on initial conditions is a phenomenon where slight distance between the initial conditions of a system grows exponentially. Deterministic dynamical systems that exhibit a sensitive dependence on initial conditions are known as chaotic. Many physical systems are chaotic, from the driven simple pendulum to the more complex system modeled in this paper.

Dynamical systems are classified as discrete or continuous. A discrete dynamical system (given by one or more difference equations) is one in which a function \( f \) is iterated on an initial condition \( x_0 \). The set of all points generated by iterating \( f \) beginning with \( x_0 \) is known as the orbit of \( x_0 \) under \( f \). A continuous system is generally given by one or more differential equations. Continuous orbits are known as trajectories.

There are several difficulties in working with chaotic systems. Systems of differential equations that believe chaotically are always nonlinear. This nonlinearity makes an analytic solution to these equations difficult. In addition to the nonlinearity, a continuous system which exhibits sensitive dependence on initial conditions must have dimension of at least three (that is, it must have three independent variables). The system discussed in the present paper has degree four, and hence cannot be easily visualized. Despite these difficulties, the fundamental concepts of the science are accessible to anyone who has taken a course in ordinary differential equations.

1.1. One-Dimensional Discrete Systems. Despite their simple nature, systems in a single variable can be used to model many things. One good example is the logistic map \( x_{n+1} = \mu x_n (1 - x_n) \), which is used as a simple model for population
growth. Some features of dynamical systems are easiest to demonstrate in single-dimensional systems, so a few are described here.

The orbit of the function is computed according to the relation \( x_{n+1} = f(x_n) \). The logistic map described above is an example of a one-dimensional discrete system. A point where the function’s value is unaffected by further iteration (i.e. \( x_{n+1} = x_n \)) is called a fixed point. A fixed point which is approached by orbits is known as an attractor and one from which orbits diverge is a repeller. Figure 1 represents a logistic map with an attracting fixed point (\( \mu = 2.9 \)) and a chaotic logistic map with a repelling fixed point (\( \mu = 4.0 \)).

One way to quantify chaotic behavior in a system is to measure the divergence between orbits of two points with small initial separation. Assume \( f^n \) is the \( n \)th iteration of a function \( f \). Then, for two different initial conditions, \( x \) and \( x + \varepsilon \), the separation between these orbits is given by \( |f^n(x + \varepsilon) - f^n(x)| \), as a function of the number of iterations. If we assume that the separation of the trajectories grows (or shrinks) exponentially we have

\[
|f^n(x + \varepsilon) - f^n(x)| \approx \varepsilon e^{n\lambda},
\]

and \( \lambda \) is called the Lyapunov exponent.

If we take the initial separation, \( \varepsilon \), between trajectories to be small, we obtain

\[
\lambda \approx \frac{1}{n} \log \left( \frac{|f^n(x + \varepsilon) - f^n(x)|}{\varepsilon} \right) \approx \frac{1}{n} \log \left( \frac{df^n}{dx} \right)
\]

(1)

Noting that, \( x_n = f(x_{n-1}) = f^n(x) \), we find \( df^n/dx \) using the chain rule

\[
\frac{df^n}{dx} = f'(f^{n-1}) \cdot f'(f^{n-2}) \cdots f'(x_0) = \prod_{m=1}^{n-1} f'(x_m)
\]
From this, we arrive at our final formula for the Lyapunov exponent of a one-dimensional discrete system:

\[
\lambda = \lim_{n \to \infty} \frac{1}{n} \log \prod_{m=0}^{n} |f'(x_m)| = \lim_{n \to \infty} \frac{1}{n} \sum_{m=0}^{n} \log |f'(x_m)|
\]  

(2)

This exponent represents the average exponential rate of divergence of nearby orbits. A zero exponent implies linear divergence. A positive exponent indicates sensitive dependence on initial conditions, as points initially close together will diverge exponentially along neighboring trajectories. Negative exponents are found in systems where trajectories converge so the initial separation between two points will decrease in time.

Noting that the formula for a single-dimensional Lyapunov exponent is simply an average of the logarithm of the size of the derivative, a formula for continuous systems can be obtained. For a continuous system, the mean becomes the expected value of \( \log |f'(x)| \) and we have the following formula for the Lyapunov exponent for a single dimensional continuous system:

\[
\lambda = \int f(x) \log |f'(x)| dx.
\]  

(3)

1.2. Higher Dimensional Systems. For many real systems, a single-dimensional model is inadequate. Unfortunately, along with a better, multi-dimensional model, we gain more problems in calculating the Lyapunov exponent of a system. The equation derived for single variable discrete systems does not directly apply, and non-linear differential equations pose problems, as they are difficult or impossible to solve. We must often resort to numerical methods to solve these problems.

1.2.1. Phase Space. The phase space of a system is the \( n \)-dimensional space in which the points of an \( n \)-dimensional system reside. A graph of trajectories in the phase space is known as a phase diagram. For two dimensional systems, the phase space lies in the plane (known as the phase plane), and is easily visualized. For higher dimensional systems, however, the phase space is often projected into two dimensions for easy viewing. In our system (described below), the four variables defining the phase space were paired to produce two phase diagrams. A two-dimensional phase diagram often plots the velocity of a body against its position.

1.2.2. Attractors. In the one-dimensional case, points to which orbits converged were known as attracting fixed points. The fixed point is a special case of an attractor. In higher dimensional spaces, trajectories with small initial separation are sometimes pulled together into a single trajectory, an attractor. In these higher dimensional systems, these attractors can be curves or surfaces. An attractor in a chaotic system is known as a strange attractor.

1.3. Lyapunov Exponents. In an \( n \)-dimensional dynamical system, we have \( n \) Lyapunov exponents. Each \( \lambda_k \) represents the divergence of \( k \)-volume (\( k = 1 \): length, \( k = 2 \): area, etc.). The sign of the Lyapunov exponents indicates the behavior of nearby trajectories. A negative exponent indicates that neighboring trajectories converge to the same trajectory. A positive exponent indicates that neighboring trajectories diverge. When trajectories diverge exponentially, a slight error in measurement of the initial point could be catastrophic, as the error grows exponentially as well. If \( \varepsilon \) in equation (1) is taken to be the slight error in measuring a system’s
state, eventually, this error grows in accordance with the Lyapunov exponent. Figure 2 represents the three types of trajectory behavior.

Any measurement taken has some error. The Lyapunov exponent affords us a measure of how quickly this error grows. If the Lyapunov exponent is negative, error actually decreases. Consider the damped pendulum; a slight error in measurement does not lead to a large overall error since the pendulum eventually comes to rest. We are primarily interested in systems where one (or more) of the Lyapunov exponents is positive. In accordance with our informal definition of chaos (behavior of a system exhibiting sensitive dependence on initial conditions), we can define a chaotic system as one with at least one positive Lyapunov exponent. Predictability in a system is lost here, and measurement error grows exponentially.

2. Experimental Setup

2.1. Physical Setup. The physical dynamical system we studied consisted of a pendulum of length $l$ and mass $m$ attached to a block of mass $M$ oscillating on the end of a spring with spring constant $k$. This apparatus was forced with forcing function $f(t) = A \cos \omega t + \sqrt{l^2 + A^2} \sin \varphi t$, which is the motion of a camshaft of length $l$ displaced $A$ units from the axis of rotation, driven with frequency $\omega$. Sensors connected to a Realtime VAX recorded the position of the cart and angular displacement of the pendulum ($x$ and $\theta$, respectively).

To obtain data for the cart’s velocity and the pendulum’s angular velocity ($v$ and $\omega$, respectively), the data was generated by taking numerical “derivatives” (actually the slope between neighboring points). A diagram of our system appears in Figure 3.

2.2. Phase Diagrams. After recording data for different frequencies of forcing, two-dimensional phase plots were produced for $v$ vs. $x$ and $\omega$ vs. $\theta$. The system was chaotic at high driving frequencies. The phase diagrams are given in Figure 4. Figure 5 illustrates chaotic and periodic time series. The problem of experimental noise is quite evident in these figures. Spurious data points can cause problems when calculating the Lyapunov exponents [2].

2.3. Equations of Motion. Equations of motion for this system can be obtained using the Lagrangian method. The Lagrangian $L$ is as the difference, between
potential and kinetic energy of a dynamical system. The position $r_1(t)$ of the cart and $r_2(t)$ of the pendulum are given by:

$$r_1(t) = x\hat{t}$$
$$r_2(t) = (x + \ell\sin\theta)\hat{i} - \ell\cos\theta\hat{j}.$$

The square of the velocity of each body is calculated by taking the square of the magnitude of the derivative of the position function:

$$||r_1'(t)||^2 = \dot{x}^2$$
$$||r_2'(t)||^2 = \dot{x}^2 + 2\dot{\ell}\dot{\theta}\cos\theta + \ell^2\dot{\theta}^2.$$

From the position and velocity functions, we get the Lagrangian:

$$L = \frac{1}{2}M\ddot{x}^2 + \frac{1}{2}m(\ddot{x}^2 + 2\dot{x}\ell\dot{\theta}\cos\theta + \ell^2\dot{\theta}^2) - \frac{1}{2}k(x - f)^2 - m\ell\dot{\theta}\cos\theta$$
Figure 5. Time series diagrams of angular position vs. time. The left is periodic and the right chaotic.

where \( f(t) \) is the displacement of the forcing piston at time \( t \). The final equations of motion are derived according to the Euler-Lagrange equations

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_k} \right) - \frac{\partial L}{\partial q_k} = 0
\]

where the \( q_k \) are the coordinates of the system (\( x \) and \( \theta \) in our case). These equations yield the final equations of motion for this system:

\[
(M + m)\ddot{x} - m\ell\dot{\theta}^2 \sin \theta + mt\dot{\theta} \cos \theta + k(x - f) = 0 \quad (4)
\]

\[
\ell \ddot{\theta} + \dot{x} \cos \theta + g \sin \theta = 0. \quad (5)
\]

These equations can be further broken down into a system of four first-order differential equations, suitable for numerical integration.

3. Calculating Lyapunov Exponents

Given a system of differential equations, numerical integration affords us a method for determining the theoretical value for the system’s Lyapunov exponents. This method, described in detail by Wolf et al. in [2] and described below, is useful for determining positive Lyapunov exponents for chaotic systems. The system of equations of motion must be converted to strictly first order equations. For an \( n \)-dimensional system, \( n \) copies of \( n \) linearized equations are needed. This linearization is accomplished by multiplying the Jacobian matrix of partial derivatives of the \( n \) nonlinear functions by a column vector of the variables (comparable to approximating functions by a tangent line).

Each of the linearized equations determines a point in \( n \) space with a separation from the nonlinear system. We start with a sphere of states, centered on the nonlinear trajectory with linearized trajectories tangent to the sphere’s surface. This sphere is really nothing more than an orthonormal frame of vectors, but taking these vectors to form a sphere aids in visualization of the process. The initial state vectors defined in each direction are chosen to be orthonormal, each one perpendicular to the others and of unit length. Now the system is allowed to evolve over time. After a short time, the sphere of vectors has become an ellipsoid, with all vectors approaching the direction of greatest growth.

This presents a problem. If this is allowed to continue indefinitely, all the vectors will collapse onto the same vector and become indistinguishable. Additionally, if
the largest vector continues to grow without limit, it will soon approach the size of the attractor (which is the metric diameter of the set of points that make up the attractor), at which point, the attractor folds back onto itself (vectors which have grown too large collapse to small vectors), causing a miscalculation (we lose the fact that the vector has grown, and perhaps note incorrectly that it has shrunk). These are the two major problems in calculating Lyapunov exponents. Both are solved simultaneously by renormalizing periodically using Gram-Schmidt orthonormalization. After a specified time, the vectors are measured, and are orthogonalized and brought back to a very small length. The process is repeated after orthonormalization so an average can be taken.

The highest Lyapunov exponent (recall that an $n$-dimensional system has $n$ Lyapunov exponents) can be calculated by measuring the lengths of the largest vector $n$ times over a period of $t$ seconds, where $\ell_n$ is the length of the vector at measurement $n$. Then the Lyapunov exponent is:

$$\lambda = \frac{1}{n} \sum_{m=1}^{n-1} \log \frac{\ell_{m+1}}{\ell_m}. \tag{6}$$

To find the other exponents, one must monitor the evolution of area or $h$-volume in the phase space. Then, using an analogous formula to the one above, replacing the lengths $\ell$ with area (or volume) $A$. The calculation then yields the sum of the first $h$ exponents, where $h$ is the number of dimensions of the space being measured (i.e. $h = 1$ represents length, $h = 2$ represents area.)

4. Conclusions

The calculation of Lyapunov exponents from collected data is similar to the process outlined above for differential equations, but pitfalls abound. Experimental noise is an issue, and phase space reconstruction (see [4]) must be considered for systems when less than all of the phase variables can be measured. Since trajectories are built from experimental data and not equations, no numerical integration is required, however. See [2] for greater detail on calculation of Lyapunov exponents.

Although many modern definitions of chaos are given in terms of orbits and periodicity, the definition given in the present paper is adequate for applications in many systems of classical mechanics. The aim of this paper is to encourage other projects. Examples of other chaotic systems include the driven simple pendulum, the double pendulum, or a multiple mass-spring system. These systems can be constructed in most college or university physics labs. We are grateful to Professor Paul De Young from the Hope College physics department for setting up our physical system.

In addition to observation of chaotic behavior, such a project reinforces or introduces other skills in ordinary differential equations. Modeling using the Lagrangian or Newton’s laws can be practiced in these more complex systems. Additionally, chaos is an excellent context in which to introduce nonlinear equations and phase diagramming. Indeed, for simpler systems, it is possible to involve a computer algebra system such as Maple or Mathematica in drawing phase plots.
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